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Unconstrained Automatic Image Matching
Using Multiresolutional Critical-Point Filters
Yoshihisa Shinagawa, Member, IEEE Computer Society, and Tosiyasu L. Kunii, Fellow, IEEE

Abstract—This paper proposes a novel method for matching images. The results can be used for a variety of applications: fully
automatic morphing, object recognition, stereo photogrammetry, and volume rendering. Optimal mappings between the given
images are computed automatically using multiresolutional nonlinear filters that extract the critical points of the images of each
resolution. Parameters are set completely automatically by dynamical computation analogous to human visual systems. No prior
knowledge about the objects is necessary. The matching results can be used to generate intermediate views when given two
different views of objects. When used for morphing, our method automatically transforms the given images. There is no need for
manually specifying the correspondence between the two images. When used for volume rendering, our method reconstructs the
intermediate images between cross-sections accurately, even when the distance between them is long and the cross-sections vary
widely in shape. A large number of experiments has been carried out to show the usefulness and capability of our method.

Index Terms—Image matching, multiresolution, nonlinear filters, critical-point filters, singularity, homotopy, image interpolation,
morphing, volume rendering.
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1 INTRODUCTION

UTOMATIC matching of two images has been one of the
most important and difficult themes of computer vi-

sion and computer graphics. For instance, once the images
of an object from different view angles are matched, they
can be used as the bases for generating other views [27],
[11]. It has been, however, necessary to specify the corre-
sponding points in the images manually. When the match-
ing of right-eye and left-eye images is computed, it can be
immediately used for stereo photogrammetry (e.g., [16],
[15], [1], [5], [17], [6], [32], [28], [31]). Even if we reduce the
number of candidate pairs of points taking advantage of
epipolar lines, the complexity is high. To reduce the com-
plexity, the coordinate values of a point in the left image are
usually assumed to be close to those of the corresponding
point in the right image. It has also been difficult to match
global and local characteristics at the same time.

When a model facial image is matched with another fa-
cial image, it can be used to extract characteristic facial
parts such as the eyes, nose and the mouth from the latter
image. When two images of, for example, a man and a cat
are matched exactly, all the in-between images can be gen-
erated and hence morphing can be done fully automati-
cally, while in the existing methods, the correspondence of
the points of the two images has to be specified manually
[30], [4], [23], [25] and it is a tiresome work. In volume ren-
dering (e.g., [20], [19]), a series of cross-sectional images are
used for constituting voxels and a pixel in the upper cross-

sectional image correspond to the pixel that occupies the
same position in the lower cross section and this pair of
pixels is used for the interpolation. Volume rendering suf-
fers from unclear reconstruction of objects when the dis-
tance between the consecutive cross-sections is large and
the cross-sections of the objects vary widely in shape. This
is caused by the fact that the matching between the cross-
sections is too simple (the pixels of the same image coordi-
nate values are matched). Barequet and Sharir proposed a
method of computing the rigid motion of two objects, each
represented as a set of points in 3D space [3]. Their applica-
tions included the human organs. Their method, however,
is not applicable to images.

This paper proposes a novel image matching method
using a set of new multiresolutional filters called the criti-
cal-point filters to compute accurately the matching of im-
ages. There is no need for any prior knowledge of the ob-
jects. The matching of the images is computed at each
resolution while going down from the coarse level to the
fine level. Parameters are set completely automatically by
dynamical computation analogous to human visual sys-
tems. Various applications such as the arbitrary view gen-
eration, morphing and volume rendering are shown to
demonstrate the capability of our method.

A great number of image matching algorithms such as
the stereo photogrammetry methods use the edge detection
[16], [15], [1], [5], [17], [28]. The resulting matched pairs of
points are sparse. To fill the gaps between the matched
points, the disparity values are interpolated [13], [26], [6]. In
general, all edge detectors suffer from the problem of
judging whether a change in the pixel intensity in a local
window they use really means the existence of an edge [8].
They suffer from noises because all edge detectors are high-
pass filters by nature and hence detect noises at the same
time. Our method does not need to detect edges.
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2 THE HIERARCHY OF THE CRITICAL-POINT FILTERS

To recognize the global structures, a great number of mul-
tiresolutional filters have been proposed. They are classi-
fied into two groups: linear filters and nonlinear filters.

The linear filters have a long history and includes the
Fourier transformations, Gaussian filter, and the wavelets
(see, for example, [21], [22], [10], [9]). Such filters are
equivalent to the convolutions of the image with some dis-
cretized kernels. The wavelets have become popular re-
cently because they allow to both compose and decompose
the images.

When used for image matching, however, the linear
filters are not useful because the information of the pixel
intensity of extrema as well as of their locations are
blurred and become ambiguous. Figs. 1a and 1b, for ex-
ample, show the results of the application of an averag-
ing filter to the facial images in Figs. 7a and 7b, respec-
tively. Figs. 1c and 1d show the results of the application
of the scaling function of the Battle-Lemarié wavelet de-
scribed in [21] to the same images. The information of the
locations of the eyes (minima of the intensity) is ambigu-
ous at this coarse level and hence it is impossible to
compute the correct matching at this level of the resolu-
tion; i.e., the obtained global matching does not match
the characteristics (eyes, i.e., the minima) correctly. Even
when the eyes appear clearly at the finer level of resolu-
tion, it is too late to take back the errors introduced in
the global matching. By smoothing the input images,

stereo information in textured regions is also filtered out
as pointed out in [31].

Recently, nonlinear filters has become available for mor-
phological operations. For example, 1D sieve operators
smooth out the images while preserving scale-space cau-
sality [2], [31]. A 1D sieve operator filters the original image
by choosing the minimum (or the maximum) inside a win-
dow of a certain size. The resulting image is of the same
size as the original one, but is simpler because small undu-
lations are removed.

Our multiresolution filters preserve the intensity and
the locations of each critical point of the images while
reducing the resolution at the same time. Let the width
of the image be N and the height be M. For simplicity, we
assume in what follows the sizes of the images satisfy N =
M = 2n where n is a positive integer. We denote an inter-
val [0, N] ⊂ R by I. A pixel of the image at the location
(i, j) is denoted by p(i,j) where i, j ∈ I. Let us construct a
multiresolution hierarchy now, where the size of each
image at the mth level is 2m × 2m (0 ≤ m ≤ n). The critical-
point filter constructs the following four new images
recursively:
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Fig. 1. The linear filters fail to match the characteristics of the images at the coarse levels of the resolution: (a) (b) the averaging filter and (c) (d)

Battle-Lemarie wavelets. The critical-point filters (e) (i) p
(5,0)

, (f) (j) p
(5,1)

, (g) (k) p
(5,2)

, and (h) (l) p
(5,3)

, enable the correct matching of the same
images.
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Let us call the four images subimages in what follows. When

we abbreviate minx≤t≤x+1 and maxx≤t≤x+1 to α and β, respec-

tively, the subimages can be abbreviated to p(m,0) = α(x)α(y)

p(m+1,0)p(m,1) = α(x)β(y)p(m+1,1), p(m,2) = β(x)α(y)p(m+1,2), and p(m,3)

= β(x)β(y)p(m+1,3); i.e., they are analogous to the tensor prod-
ucts of α and β. From the singularity theoretical point of
view, α(x)α(y) preserves the maxima, β(x)β(y) the minima,
α(x)β(y) and β(x)α(y) the saddle points. This is the reason
we call the filters critical-point filters. The minima are first

matched by using p(m,0), the saddle points by p(m,1) based on
the previous matching result regarding the maxima, other

saddle points by p(m,2), and finally maxima by p(m,3).

Figs. 1e and 1i show the subimages p(5,0) of the same im-

ages in Figs. 1a and 1b, respectively, Figs. 1f and 1j p(5,1),

Figs. 1g and 1k p(5,2), and Figs. 1h and 1l p(5,3), respectively. It
is easy to see that the characteristics in the subimages can
be matched clearly; i.e., the eyes can be matched by p(5,0),

the mouths by p(5,1), the necks by p(5,2), and the ears by p(5,3).

3 COMPUTATION OF THE MAPPING BETWEEN
IMAGES

First, let us consider two images. In this paper, the first
one is called the source image and the second the destina-
tion image following the notations in [4]. The pixel of the

source image at the location (i, j) is denoted by p
i j
n
,1 6
0 5  and

that of the destination image at (k, l) by q k l
n

,1 5
0 5 , where i, j, k, l

∈ I. We then define the energy of the mapping between
the images described in detail later. The energy is deter-
mined by the difference in the intensity of the pixel of the
source image and its corresponding pixel of the destina-
tion image and by the smoothness of the mapping. First,

the mapping f(m,0) : p(m,0) → q(m,0) between p(m,0) and q(m,0)

with the minimum energy is computed. Based on f(m,0), the

mapping f(m,1) between p(m,1) and q(m,1) with the minimum
energy is computed. The process continues until we finish

computing f(m,3) between p(m,3) and q(m,3). Let us call each

f(m,i) (i = 0, 1, 2, ...) a submapping. The order of i for com-

puting f(m,i) can be changed as follows:

f(m,i) : p(m,σ(i)) → q(m,σ(i))

where σ(i) ∈ {0, 1, .., 3}.

3.1 Bijectivity
The mappings we construct are the digital version of the
bijection. A one-to-one surjective mapping is called a bijec-
tion. The bijectivity can be formalized as follows. In this
paper, a pixel is identified with a grid point. The mapping
of the source subimage to the destination subimage is rep-

resented by f(m,s) : I/2n−m × I/2n−m → I/2n−m × I/2n−m (s = 0, 1,

..). f(m,s)(i, j) = (k, l) means that p
i j
m s
,

,
1 6
0 5  of the source image is

mapped to q k l
m s

,
,

1 5
0 5 of the destination image (s = 0, 1, ..). For

simplicity, a pixel q(k,l) where f(i, j) = (k, l) holds is denoted

by qf(i,j) in this paper.
The definition of bijectivity is not trivial when the data

sets are discrete as in our case of image pixels (grid points).
We define the bijection in the case of discrete data sets as
follows. (i, i′, j, j′, k, and l are integers in the following.)

First, we consider each square p p p p
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is necessary that the square be mapped by f to a quadrilat-
eral on the destination image plane. The quadrilateral

q q q q
f i j
m s

f i j
m s

f i j
m s

f i j
m s

,
, , , ,
1 6
0 5

1 6
0 5

1 6
0 5

1 6
0 5

+ + + + +1, 1, 1 1, 1
 denoted by f(m,s)(R) should sat-

isfy the following conditions (see Fig. 2).

3.1.1 Conditions (Bijectivity Conditions)

1)�The edges of the quadrilateral f(m,s)(R) should not in-
tersect one another.

2)�The orientation of the edges of f(m,s)(R) should be the
same as that of R (clockwise or counterclockwise).

3)�The length of one edge of f(m,s)(R) can be zero to allow
mappings that are retractions; i.e., f(m,s)(R) may be a
triangle. It is not allowed, however, to be a point nor a
line segment (figures of area 0).

The Bijectivity Conditions stated above is abbreviated
BC in what follows.

In most cases, we further imposed the following condi-
tion to easily guarantee that the mapping is a surjection; we
map each pixel on the boundary of the source image to the
pixel that occupies the same location at the destination im-
age; i.e.,

f(i, j) = (i, j)  for  i = 0, i = 2m − 1, j = 0,  or  j = 2m − 1.

This additional condition is abbreviated SJ in what follows.
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3.2 The Energy of the Mapping
3.2.1 Cost Related to the Pixel Intensity
We then define the energy of the mapping f. We search for a
mapping whose energy is minimum.

The energy is determined mainly by the difference in the
intensity of the pixel of the source image and its corre-
sponding pixel of the destination image. That is, the energy

C
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,
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0 5, respectively. In our experiments,

the L2 norm described above has been superior to the L1

norm, enabling sharp matching.
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3.2.2 Cost Related to the Locations of the Pixel for
Smooth Mapping

To obtain smooth mappings, we introduce another energy

Df of the mappings. It is determined by the locations of

p
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0 5  and q
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0 5 (i = 0,.., 2m − 1, j = 0, .., 2m − 1), regardless of

the intensity of the pixels. The energy D
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f(m,s) at (i, j) is determined as
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where x y x y,1 6 = +2 2 .  f(i′, j′) is defined to be zero for i′ < 0

or j′ < 0.
E0 is determined by the distance between (i, j) and f(i, j).

E0 prevents a pixel being mapped to a pixel too far away
from it. It is replaced by another energy function when the
multiresolution approximation is introduced later. E1 en-
sures the smoothness of the mapping. It represents the dis-
tance between the displacement of p(i, j) and the displace-
ments of its neighbors.

Finally, the energy Df is determined by
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3.2.3 Total Energy of the Mapping
The total energy of the mapping is defined as

lC Df
m s

f
m s, ,0 5 0 5+  where λ ≥ 0 is a real number. λ can be re-

garded as the temperature. Our goal is to find a mapping
that gives the minimum energy

min , ,

f f
m s

f
m sC Dl 0 5 0 5+ .

Note that the mapping becomes an identity mapping (i.e.,
f(m,s)(i, j) = (i, j) for all i = 0, .., 2m − 1 and j = 0, ..., 2m − 1)
when λ = 0 and η = 0.

3.3 Determining the Mapping With Multiresolution
We look for a mapping fmin that gives the minimum energy
and satisfies BC using the multiresolution hierarchy.

We compute the mappings between the source and des-
tination images at each level of the resolution. Starting from
the top of the resolution hierarchy, we determine the map-
ping at each level. The number of candidate mappings at
each level is constrained by using the mapping at the upper
level of the hierarchy.

p
i j
m s
¢ ¢

-
,1 6

0 51,  (or q
i j
m s
¢ ¢

-
,1 6

0 51, ) is called the parent of p
i j
m s
,

,
1 6
0 5  (or q

i j
m s
,

,
1 6
0 5)
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the largest integer that does not exceed x. Conversely, p
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,
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tively. The function parent(i, j) is defined as

parent i j i j, ,1 6 = �� ��2 2 .

A mapping f(m,s) between p
i j
m s
,

,
1 6
0 5  and q k l

m s
,
,

1 5
0 5 is then deter-

mined by computing its energy and finding the minimum

one. The value f(m,s)(i, j) = (k, l) is determined as follows us-

Fig. 2. The quadrilaterals A and D satisfy the Bijectivity Conditions and
B, C, and E violate them.



998 IEEE TRANSACTIONS ON PATTERN ANALYSIS AND MACHINE INTELLIGENCE,  VOL.  20,  NO.  9,  SEPTEMBER  1998

ing f(m−1,s) (m = 1, 2, ..., n).

First of all, q k l
m s

,
,

1 5
0 5 should be inside a quadrilateral

q q q q
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where

g(m,s)(i, j) = f(m−1,s)(parent(i, j)) + f(m−1,s)(parent((i, j) + (1, 1))).

The quadrilateral defined above is referred to as the inher-

ited quadrilateral of p
i j
m s
,

,
1 6
0 5  in what follows. Inside the in-

herited quadrilateral, we search for a pixel that minimizes
the energy.

The above description is illustrated in Fig. 3 where the
pixels A, B, C, and D of the source image are mapped to A′,
B′, C′, and D′ of the destination image, respectively, at the

level m − 1 of the hierarchy. The pixel p
i j
m s
,

,
1 6
0 5  should be

mapped to the pixel q
f i j

m s
m0 5 1 6
0 5

,

,  that exists in the interior of the

inherited quadrilateral A′B′C′D′.
The energy E0 defined in the previous section is now re-

placed by

E f i j g i j
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m m
0

0 2

,

, , ,
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for computing the submapping f(m,0) and

E f i j f i j i
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0

1 2
1

,

, ,, ,
1 6

0 5 0 51 6 1 6 0 5= - £-

for computing the submapping f(m,s) at the mth level. In this
way, the mapping that keeps the energy of all the submap-
pings low is obtained. The former equation represents the
distance between f(i, j)(m,s) and the location where (i, j)
should be mapped when regarded as a part of a pixel at the
level m − 1.

When there is no pixel that satisfies the Bijectivity Con-
ditions inside the inherited quadrilateral A′B′C′D′, we ex-
amine the pixels whose distance from the boundary of
A′B′C′D′ is L (at first, L = 1). Among them, the one with
the minimum energy satisfying the Bijectivity Conditions

is chosen as the value of f(m,s)(i, j). L is increased until such

a pixel is found or L reaches its upper bound L m
max
0 5 . L m

max
0 5  is

fixed for each level m. If we cannot find such a pixel at all,
the third condition of the Bijectivity Conditions is aban-

doned temporarily for determining f(m,s)(i, j). If we still
cannot find one, the first and the second conditions of the
Bijectivity Conditions are abandoned next.

Multiresolution approximation is essential to determine
the global correspondence of the images while avoiding
the mapping being affected by small details of the images.
Without the multiresolution approximation, it is impossi-
ble to detect correspondence between pixels whose dis-
tance is large and hence the size of an image is limited to

Fig. 3. The inherited quadrilateral of p
i, j

m,s

0 5
0 5 .
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be very small, and only tiny changes in the images can be
handled as can be seen in [7]. Moreover, imposing
smoothness on the mapping prevents finding the corre-
spondence of such pixels because the energy of mapping a
pixel to a pixel at a distance is high. The multiresolution
approximation enables finding the appropriate corre-
spondence of such pixels because the distance between
them is small at the upper level of the hierarchy of the
resolution.

4 AUTOMATIC DETERMINATION OF THE OPTIMAL
PARAMETER VALUES

One of the main deficiencies of existing image matching
techniques lies in the difficulty of parameter tuning. In
most cases, the tuning is done manually and it has been
extremely difficult to choose the optimal values. Our
method includes a theory for obtaining the optimal pa-
rameter values completely automatically.

Our system has two parameters: λ and η. In short, λ is
the weight of the difference of the pixel intensity and η rep-
resents the stiffness of the mapping. These parameter val-
ues are increased step by step starting from zero. As λ gets

larger, the value of Cf
m s,0 5  for each submapping becomes

smaller, which basically means that the two images are
matched better. When the value exceeds the optimal value,
however, the mapping becomes excessively distorted and

Cf
m s,0 5  begins to increase. We detect this threshold value for

each submapping. This is analogous to the focusing mecha-
nism of human visual systems where the images of the left
and right eye are matched while moving one eye and the
eye is fixed when the objects are clearly recognized (such a
motion of the eye becomes noticeable when you see a ran-
dom dot stereogram).

4.1 Dynamic Determination of l
λ is varied from zero at a certain interval and each time a
submapping is computed. Let us recall that the energy is

defined by lC Df
m s

f
m s, ,0 5 0 5+ . Df

m s,0 5  represents the smoothness

and increases when the mapping becomes more distorted.

4.1.1 Normal Behavior of C i, j
m,s

0 5
0 5  as a Function of λ

When we increase λ, a change in the mapping is not possi-

ble until lC
i j
m s
,

,
1 6
0 5  becomes greater than one. It is because

D E E
i j
m s

i j
m s

i j
m s

,
,

,
,

,
,

1 6
0 5

1 6
0 5

1 6
0 5= +h 0 1 ,

and E i j
m s

0 ,
,

1 6
0 5  and E i j

m s
1 ,

,
1 6
0 5  are positive integers that usually in-

crease; i.e., the smallest step of change of D
i j
m s
,

,
1 6
0 5  is greater

than one. If lC
i j
m s
,

,
1 6
0 5  exceeds one, some pixels may move to a

stabler state. Let us denote the number of such pixels by A.

Let us also denote the histogram of C
i j
m s
,

,
1 6
0 5  by h(l) where h(l)

is the number of pixels whose energy C
i j
m s
,

,
1 6
0 5  is l2. In order

that λl2 ≥ 1 holds, we approximate l by l2 1= l . When λ is

slightly varied from λ1 to λ2,

A h l h l dl h l d
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pixels move to a stabler state. Let us assume that they move
to a state where their energy is zero. Thus, the total energy

decreases by Al A2 = l . It means that the value of Cf
m s,0 5

changes by ∂ = -Cf
m s A,0 5

l . Therefore,

∂
∂ = -

C h lf
m s,0 5 1 6
l l5 2

holds. As h(l) > 0, Cf
m s,0 5  decreases in normal cases.

4.1.2 Excessive Distortion
When λ tries to go beyond the optimal value, however, the

mapping becomes excessively distorted, and Df
m s,0 5  in-

creases rapidly. In such a case, the total energy

lC Df
m s

f
m s, ,0 5 0 5+  is dominated by Df

m s,0 5 . The system tries to

reduce the total energy by decreasing Df
m s,0 5  regardless of

Cf
m s,0 5 . Thus, Cf

m s,0 5  begins to increase. We detect this phe-

nomenon to determine the optimal value of λ.

4.1.3 Typical Form of Cf
m,s0 5

If we assume

h l Hl
Hk
k1 6 = =

l 2

where H > 0 and k are constants, we have 
∂

∂ = - +

C
Hf

m s

k

,0 5

l l5 2 2 .

If k ≠ −3, we obtain Cf
m s H

k k
,0 5

1 6=
+ +3 2 2 3 2 2l

, where C is a

constant.

4.1.4 Foolproof for Preventing λ From Becoming
Excessively Large

To make it sure, we also check the number of pixels violat-
ing BC to detect the optimal value of λ. Let us assume that
the probability of violating BC when determining a map-
ping for each pixel is p0. As

∂
∂ =
A h l
l l

1 6
3 2

holds, the number of pixels violating BC increases at the

rate B h l p
0

0
3 2= 1 5

l
 and, hence,

B

p h l
0

3 2

0
1

l
1 6 =

is a constant. If we assume h(l) = Hlk as described before, for
example,

B p Hk
0

3 2 2
0l + =
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is a constant. When λ goes beyond the optimal value, how-
ever, the above value increases abruptly. We detect this
phenomenon to determine the optimal value of λ by

checking to see if B0λ
3/2+k/2/2m exceeds an abnormal value

B
thres0 . We also check the increasing rate B1 of pixels violating

the third condition of BC in the same way by checking to see

if B1λ
3/2+k/2/2m exceeds an abnormal value B

thres1 . The reason

the factor 2m is introduced is described later. The system is
not sensitive to the two threshold values. They are used to
detect abnormally excessive distortion of the mapping in

case we fail to detect it by observing Cf
m s,0 5  in Section 4.1.2.

4.1.5 The Upper Limit of λ
If λ exceeds 0.1 when computing the submapping f(m,s),
we abandon the computation of f(m,s) and move on to the
computation of f(m,s+1) using the previous submapping
f(m,s−1) (s = 0, 1, ...). This is because only the difference of
three in the pixel intensity affects the computation of the
submapings when λ > 0.1 and it is difficult to get correct
results.

4.2 The Histogram h(l)

The checking of Cf
m s,0 5  in Section 4.1.2 does not depend on

the histogram h(l). The checking of BC and the third condi-
tion of BC in Section 4.1.4 may depend on h(l). Actually, k is

typically around one if we plot l , ,Cf
m s0 54 9. In the imple-

mentation, we have used k = 1; i.e., we check B0λ
2 and B1λ

2.

If the true value of k is smaller than one, B0λ
2 and B1λ2 is

not a constant and increases gradually by the factor

λ(1−k)/2. When h(l) is constant, for example, the factor is

λ1/2. We can absorb such a difference by setting the
threshold B

thres0  appropriately.

Next, let us compute typical forms of h(l). Let us model
the source image by a circular object with its center at (x0, y0)
and radius r given by

p
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and the destination image by

q
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otherwise
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with its center at (x1, y1) and radius r. Let c(x) be in the form
of c(x) = xk. The histogram h(l) is then in the form of

h(l) ∝ rlk   (k ≠ 0)

if the centers (x0, y0) and (x1, y1) are sufficiently far. When k = 1,
the images represent objects with clear boundaries embed-
ded in the backgrounds. When k1 = −1, the images represent
objects with vague boundaries. Note that r is affected by the
resolution of the images; i.e., r ∝ 2m. That is why the factor
2m is introduced in Section 4.1.4.

4.3 Dynamic Determination of h
The other parameter η can be also determined automati-
cally in the same manner. Initially, we set η = 0, and the

final mapping f(n) and the energy Cf
n0 5  of the finest resolu-

tion is again computed. After it is over, η is increased by a

certain value δη and we compute the final mapping f(n) and

the energy Cf
n0 5  of the finest resolution. We repeat this proc-

ess until we obtain the optimal value.
η represents the stiffness of the mapping because it is a

weight of

E f i j f i ji j
m s m s m s

0
1 2

,
, , ,, ,1 6

0 5 0 5 0 51 6 1 6= - -

when computing Df
m s,0 5 . When η is zero, Df

n0 5  is deter-

mined irrespective of the previous submapping and the
present submapping can be elastically deformed and be-

comes too distorted. When η is very large, Df
n0 5  is com-

pletely determined by the previous submapping; i.e., the
submappings are very stiff, and the pixels are mapped to
the same locations. The resulting mapping is therefore an

identity mapping. When the value of η decreases, Cf
n0 5

decreases, which means a better match. When it goes be-
yond the optimal value, however, it begins to increase (see
Fig. 4) for the same reason described in Section 4.1.2. For
the sake of speed, we detect this phenomenon in the re-
versed way; we increase the value of η starting from zero.

The optimum value of η with the minimum Cf
n0 5  is ob-

tained in this manner. Since there are small fluctuations,

whether the obtained value of Cf
n0 5  is minimum cannot be

judged immediately. We have to search for the true mini-
mum around the obtained candidate value in detail again
with a smaller interval.

5 SUPERSAMPLING

The range of f(m,s) can be expanded to R × R to increase the
degree of freedom when deciding the correspondence be-
tween the pixels. (R stands for the set of real numbers.) In
this case, the intensity values of the pixels of the destination

image is interpolated to provide f(m,s) with the intensity val-

ues at noninteger points V q
f i j

m s
m s, ,

,
0 5 1 6

0 5�
��

�
�� ; i.e., supersampling is

performed. In the implementation, f(m,s) is allowed to take

integer and half integer values, and V q
i j
m s
, . , .

,
1 6 0 5
0 5

+
�� ��0 5 0 5

 is given

by V q V q
i j
m s

i j
m s

,
,

,
,

1 6
0 5

1 6 0 5
0 5�� �� + �� ���

�
�
�+ 1,1

2 .

6 NORMALIZATION OF THE PIXEL INTENSITY OF EACH
IMAGE

When the source and destination images contain quite dif-
ferent objects, we cannot use the raw pixel intensity to
compute the mapping. For example, let us consider a case
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where a human face and a face of a cat are matched as
shown in Fig. 8. The face of the cat is furry and is a mix-
ture of very bright pixels and very dark pixels. For this
reason, the average pixel intensity of the subimages differ
widely. In this case, to compute the submappings of the
subimages of the facial images, it is necessary to normal-
ize the subimages; i.e., the darkest pixel intensity should
be set to zero, the brightest pixel intensity to 255, and the
other pixel intensity values are linearly interpolated.

7 IMPLEMENTATION

In the implementation, we use a heuristic where the com-
putation proceeds linearly as we scan the source image.
First, the value of f(m,s) is determined at the top leftmost
pixel (i, j) = (0, 0). The value of each f(m,s)(i, j) is then deter-
mined while i is increased by one at each step. When i
reaches the width of the image, j is increased by one and i is
set to zero. In this way, f(m,s)(i, j) is determined while scan-
ning the source image.

To avoid a bias, f(m,s) is determined starting from (0, 0)
while increasing i and j when s mod 4 = 0, determined
starting from the top rightmost location while decreasing
i and increasing j when s mod 4 = 1, determined starting
from the bottom rightmost location while decreasing i
and j when s mod 4 = 2, and is determined starting
from the bottom leftmost location while increasing i and
decreasing j when s mod 4 = 3. At the finest level (the nth
level) of resolution, we have used two values s = 0 and
s = 2.

In the actual implementation, the values of f(m,s)(i, j) (m =
0 .. n) that satisfy BC are chosen from the candidates (k, l) by
awarding a penalty to the candidates that violate BC. The
energy D(k,l) of the candidate that violates the third condi-
tion is multiplied by ϕ and that of a candidate that violates

the first or second condition is multiplied by ψ. In the im-
plementation, ϕ = 2 and ψ = 100,000 are used.

The actual procedure of checking BC includes the fol-
lowing test when determining (k, l) = f(m,s)(i, j). For each grid
point (k, l) in the inherited quadrilateral of f(m,s)(i, j), we
check whether the z-component of the outer product

W A B= ¥
r r

is equal to or greater than zero where

r
A q q

f i j

m s

f i j

m s
m s m s=

- + -, ,,

, ,
0 5 0 51 6
0 5

1 6
0 5

1 1, 1

and
r
B q q

f i j

m s
k l
m s

m s=
-, ,

,
,
,

0 5 1 6
0 5

1 5
0 5

1
.

(Here, the vectors are regarded as 3D vectors and the z-
axis is defined in the orthogonal right hand coordinate
system.) When W is negative, the candidate is awarded a

penalty by multiplying D k l
m s
,
,

1 5
0 5  by ψ to avoid choosing it if

possible.

Fig. 4. An example graph showing the value of Cf (Y-axis) as η (X-axis)
is varied.

(a)

(b)

Fig. 5. Computing W to see if there is a pixel satisfying BC for f
(m)

(i, j + 1).
(a) A candidate with no penalty. (b) A candidate with a penalty.
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The reason we check the above condition is as follows.

When determining the mapping f(m,s)(i, j+1) for the adjacent
pixel at (i, j + 1), there is no pixel on the source image plane
that satisfies BC if the z-component of W is negative. It is

because q k l
m s

,
,

1 5
0 5 exceeds the boundary of the adjacent quad-

rilateral (see Fig. 5).

7.1 The Order of Submappings
In the implementation, σ(0) = 0, σ(1) = 1, σ(2) = 2, σ(3) = 3,
and σ(4) = 0 have been used at the even levels of resolution,
and σ(0) = 3, σ(1) = 2, σ(2) = 1, σ(3) = 0, and σ(4) = 3 have
been used at the odd levels of resolution.

8 INTERPOLATIONS

After the mapping between the source and destination
images is determined, the intensity values of the corre-
sponding pixels are interpolated. In our implementation,
we have used trilinear interpolation. Suppose a square

p(i,j)p(i+1,j)p(i+1,j+1)p(i,j+1) on the source image plane is mapped

to a quadrilateral qf(i,j)qf(i+1,j)qf(i+1,j+1)qf(i+1,j+1) on the destination
image plane. For simplicity, the distance between the image
planes is assumed to be one. The intermediate image pixels
r(x, y, t) (0 ≤ x ≤ N − 1, 0 ≤ y ≤ M − 1) whose distance from
the source image plane is t(0 ≤ t ≤ 1) are obtained as follows.
First, the location of the pixel r(x, y, t) where x, y, t ∈ R is
determined by the equation

      (x, y) = (1 − dx)(1 − dy)(1 − t)(i, j) + (1 − dx)(1 − dy)tf(i, j)

                    + dx(1 − dy)(1 − t)(i + 1, j) + dx(1 − dy)tf(i + 1, j)

                    + (1 − dx)dy(1 − t) (i, j + 1) + (1 − dx)dytf(i, j + 1)

                    + dxdy(1 − t)(i + 1, j + 1) + dxdytf(i + 1, j + 1).

The value of the pixel intensity at r(x, y, t) is then deter-
mined by the equation

V(r(x, y, t)) =

(1 − dx)(1 − dy)(1 − t)V(p(i,j)) + (1 − dx)(1 − dy)tV(qf(i,j))

              + dx (1 − dy)(1 − t)V(p(i+1,j)) + dx (1 − dy)tV(qf(i+1,j))

              + (1 − dx)dy(1 − t)V(p(i,j+1)) + (1 − dx)dytV(qf(i,j+1))

              + dxdy(1 − t)V(p(i+1,j+1)) + dxdytV(qf(i+1,j+1))

where dx and dy vary from zero to one.

9 APPLICATION EXAMPLES

We can interpolate various images using our method. When
two images from different viewpoints are interpolated, we
can generate the images from intermediate viewpoints. It
has strong applications in WWW because it enables us to
generate arbitrary views from a limited number of images.
When we interpolate images of two persons’ faces, the in-
terpolation gives us their morphing. When the images are
cross-sections of 3D objects such as CT and MRI data, the
interpolation enables us to reconstruct accurate 3D object
shapes for volume rendering.

When the source and the destination images are color
images, they are first converted to monochrome images,
and the mappings are then computed. The original color
images are then transformed by the resulting mappings.

Fig. 6 shows the case where the mapping is used for
generating intermediate views. The image of the left eye
and that of the right eye are interpolated. Each image size is
512 × 512. Fig. 6a shows the source image of the left eye,
Fig. 6b shows that of the right eye, and Fig. 6c is the result-
ing intermediate image where the value of the parameter t
described in Section 8 is 0.5 for simplicity. This example
shows a rigid motion where the building is translated and
rotated. The motion is best visible by looking at the central
pillar that moves about 32 pixels.

Fig. 7 shows the case where the mapping is used for
morphing of human faces. Two face images of different
persons are interpolated. Fig. 7a shows the source image,
Fig. 7b shows the destination image, Fig. 7c is the source

          
                                    (a)                                                                          (b)                                                                        (c)

Fig. 6. Mapping of (a) the image of the left eye, (b) that of the right eye, and (c) the intermediate result of the interpolation.



SHINAGAWA AND KUNII: UNCONSTRAINED AUTOMATIC IMAGE MATCHING USING MULTIRESOLUTIONAL CRITICAL-POINT FILTERS 1003

image superimposed on the destination image, and Fig. 7d
is the resulting intermediate image where t = 0.5.

Fig. 8 shows the case where the mapping is used for in-
terpolating a human face and a face of a cat. Fig. 8a shows
the source image, Fig. 8b shows the destination image, Fig.
8c is the resulting intermediate image where t = 0.5. The
normalization of the pixel intensity described in Section 6 is
used in this example only.

Fig. 9 shows the case where the method is applied to
images with a number of objects. Each image size is 512
× 512. The motion is a translation parallel to the image
plane. It can be best visible by looking at the air condi-
tioner that moves about 53 pixels horizontally. Fig. 9a
shows the source image, Fig. 9b shows the destination
image, Fig. 9c is the resulting intermediate image where
t = 0.5.

Fig. 10a shows the result where the mapping is used
for interpolating images of a human brain whose cross-

sections are obtained by MRI. Fig. 10a shows the source
image, Fig. 10b the destination image (the upper cross
section), Fig. 10c the interpolated image where the value
of the parameter t is 0.5, and Fig. 10d shows the oblique
view of the result of the volume rendering with four
cross sections. The object is completely opaque and the
interpolated pixels whose intensity is larger than 51 =
255 * 0.2 are displayed. The reconstructed object is then
cut vertically near the center to show the interior of the
volume.

Fig. 11 shows the case where the source and destination
images differ widely in shape. The cross-sectional images
have been obtained by CT. Fig. 11a shows the source image,
Fig. 11b the destination image, Fig. 11c the source image
superimposed on the destination image, and Fig. 11d the
interpolation result with t = 0.5.

        
                                                                (a)                                                                                               (b)

        
                                                               (c)                                                                                                 (d)

Fig. 7. Morphing of faces with (a) the source image, (b) the destination image, (c) superimposed image, and (d) the interpolated image.
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                                                                  (a)                                                                                           (b)

Fig. 8. Morphing of faces of a human face and (b) a face of a cat, with (a) the destination image, and (b) the interpolated image where the source
image is shown in Fig. 7a.

           
                                                                  (a)                                                                                           (b)

(c)

Fig. 9. Images with a number of objects. (a) The source image. (b) The destination image. (c) The interpolated image.
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                                                              (a)                                                                                                 (b)

(c)

(d)

Fig. 10. Image interpolation of MR images with (a) the source image, (b) the destination image (the upper cross-section), (c) the interpolated im-
age, and (d) the volume rendering with four cross-sections.
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                                                                (a)                                                                                               (b)

       
                                                                (c)                                                                                               (d)

(e)

Fig. 11. The mapping where the source and destination images differ widely in shape with (a) the source image, (b) destination image, (c) their
superimposed image, (d) the result without constraints, and (e) the result where we have specified the destinations of the 11 pixels in the source
image in advance.
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The size of each example image is 512 × 512 pixels except
for that the size of each MRI image is 256 × 256 pixels. The
intensity of a pixel varies from zero to 255. The SJ condition
described in Section 3.1 is used in all the application exam-
ples except for Fig. 9. In all the application examples, we
have used B

thres0 0 003= .  and B
thres1 0 5= . , and it has not

been necessary to modify their values for any image. The
pixel intensity of each subimages have been normalized in
Fig. 8 only.

10 DISCUSSIONS

10.1  Comparison With Optical Flow
Our mapping method has several things common with the
optical flow (e.g., [18], [24], [14]). Given two images, optical
flow detects the motion of objects (rigid bodies) in the im-
ages. It assumes that the intensity of each pixel of the ob-
jects does not change. It computes the motion vector (u, v)
of each pixel by solving

∂
∂ +

∂
∂ +

∂
∂ =

V
x

u
V
y

v
V
t

0

together with some additional conditions such as the
smoothness of the vector field of (u, v). Here, V is the pixel
intensity of the image.

Optical flow takes into account the difference in the in-
tensity of pixels and smoothness like our method. It cannot,
however, be used for image transformation because it does
not take into account the global mappings of the images;
i.e., it considers only the local motion of the objects. Optical
flow cannot detect the global correspondence between im-
ages because it concerns only the local change of pixel in-
tensity as can be seen in the above equation and systematic
errors are conspicuous when the displacements are large
[29]. Our method can detect global correspondence using
the multiresolution hierarchy.

10.2  Constraining the Mapping
When there is correspondence between particular pixels of
the source and destination images, and it should be consid-
ered when computing the mapping, we can specify the cor-
respondence before starting the automatic computing of the
entire mapping f.

The basic idea is to distort the source image roughly by
the approximate mapping that maps the specified pixels of
the source image to the specified pixels of the destination
image, and then compute the accurate mapping f. First, we
determine the approximate mapping denoted by F(m) in the
following. It maps the specified pixels of the source image
to the specified pixels of the destination image. Other pixels
of the source image are mapped to appropriate locations;
i.e., if they are close to one of the specified pixels, they are
mapped to the locations near the position where the speci-
fied one is mapped. Let us denote the approximate map-
ping at the level m of the resolution hierarchy by F(m). We
will discuss how to determine F and F(m) later.

Second, we change the energy D
i j
m s
,

,
1 6
0 5  of the candidate

mappings f so that mappings similar to F have lower en-
ergy. To be precise, we have
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and κ, ρ ≥ 0 are real numbers.
Finally, the automatic computing process of mappings

described before determines f completely.
Note that m s E

i j

,

,

0 5
1 62  vanishes if f(m,s)(i, j) is sufficiently

close to F(m)(i, j); i.e., if it is within the distance of r2

22 n m-
 
! 

#
$#0 5 . It

is defined so because we want each value f(m,s)(i, j) to be de-
termined automatically to fit in an appropriate place in the

destination image so long as it is close to F(m)(i, j). Because
of this, we do not have to specify the precise correspon-
dence in detail; the source image is automatically mapped
so that it matches the destination image.

The approximate mapping F is determined as follows.
First, we specify the mapping for several pixels. When we

have ns pixels p
i j0 0,2 7, p

i j1 1,2 7, ..., and p
i jns ns- -1 1,4 9

 of the source

image to be specified, we determine the values
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and
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For the other pixels of the source image, the amount of dis-
placement is the weighted average of the displacement of
p(ih, jh) (h = 0, .., ns − 1); i.e, a pixel p(i,j) is mapped to the pixel
of the destination image at

F i j

i j k i l j weight i j
m

h h h h h
h

h n

n m

s
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1 6 2 7 1 6

,

, , ,

=
+ - -

=

= -

-
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2
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i i j j

total weight i jh
h h,

,

,
1 6 2 7

1 6=
- -1

2

 

and

total weight i j i i j jh h
h

h ns

 , ,1 6 2 7= - -
=

= -

Â 1
2

0

1

.

Instead of the method described above, we can use, for
example, Beier and Neely’s method [4] and specify line
segments instead of specifying the pixels.
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Fig. 11e shows the result where we have specified the
destinations of the eleven pixels in the source image in ad-
vance. The locations of the specified pixels in the source
image are represented by the larger square markers, and
their destinations in the source image are represented by
the smaller square markers being connected by line seg-
ments. We have used the parameter values κ = 2.0, ρ = 32.0
and for the Fig. 11e.

10.3  Semantic Correspondence and Robustness
As can be seen from Fig. 8, the correspondence between the
noses of a man and a cat cannot be automatically computed
because such correspondence cannot be inferred from the
pixel intensity, but from the prior knowledge about the
nose. The semantic correspondence can be specified by the
aforementioned method.

10.3.1 Robustness

Suppose p
i j
m

0 0,2 7
0 5  corresponds to q

k l
m

0 0,2 7
0 5  semantically and the

correspondence is correctly computed up to the mth level.

When there is a pixel q
k l
m

1 1

1
,2 7

0 5+  at the m + 1th level whose pixel

intensity V q
k l
m

1 1

1
,2 7

0 5+�� ��  is closer to V p
i j
m

0 0

1
,2 7

0 5+�� �� , they may be con-

nected instead. When η is close to zero, this can happen
when

l V q V p
k l
m

i j
m

1 1 0 0

1 1
2

, ,2 7
0 5

2 7
0 5+ +�� �� - �� �� +
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holds by a rough estimation. From the inequality above, we
can estimate the robustness as follows.

10.3.2 Semantic Correspondence That Requires
Prior Knowledge of the Objects

By neglecting the terms f(m,s)(i′, j′) − (i′, j′), we can approxi-
mate the situation by

    l V q V p
k l
m

i j
m

1 1 0 0

1 1
2

, ,2 7
0 5

2 7
0 5+ +�� �� - �� �� <

                        l V q V p k l k l
k l
m

i j
m

0 0 0 0

1 1
2

1 1 0 0

2

, ,
, ,2 7

0 5
2 7
0 5 2 7 2 73 8+ +�� �� - �� �� + -

i.e., when there is a pixel whose pixel intensity is closer to
the source pixel in the vicinity of the destinations of the
neighboring pixels than the semantically correct corre-
spondence, our method chooses it. It means the case
where the semantic correspondence is quite different from
the correspondence inferred from the pixel intensity. Let us
denote the value of the left hand side by X2. Roughly

speaking, the semantic correspondence can be correctly
established if there is no pixel inside a ellipsoid in the ijV-

coordinate system centered at k l V p
i j
m

0 0
1

0 0
, ,

,2 7
0 5+�� ��

�
��

�
��  whose

radius is lX  on the ij-plane and X along the V-axis. When
there is another pixel inside the ball, it is connected instead
of the pixel at (k0, l0). If we have to avoid the connection, we
have to manually specify the correct one.

10.3.3 Outliers
Outliers such as noise can be analyzed in the same way.

Suppose the pixel p
i j
m

0 0,2 7
0 5  is an outlier that should be con-

nected to q
k l
m

0 0,2 7
0 5  for the sake of smoothness of the mapping.

Let us assume that the correspondence is correctly com-
puted up to the mth level. Again, it is wrongly connected to
another pixel if that pixel is inside the ellipsoid described
previously. If the noise is so strong as to appear in the
coarse images (upper level of the hierarchy), the error be-
comes large.

In Fig. 6b, for example, there is noise (a horizontal
white line) at the bottom of the destination image. The
resulting mapping, however, is not affected by the noise
because there is no corresponding pixel in the source
image.

10.3.4 Nonrigid Transformation
Suppose the pixel intensity of the source and the destina-
tion images are similar but with nonrigid transformations.
It is not difficult to compute this kind of transformation by
our method as can be seen from Figs. 7 and 8.

10.4  Performance
For the MR images of Fig. 10 (256 × 256 pixels), our method
takes for the computation from 20 to 30 seconds per map-
ping on an DEC Alphastation 333. For the images of Fig. 7
(512 × 512 pixels), our method takes from 10 to 15 minutes.
As it takes O(n2) to compute a submapping of width n, the
time complexity of our method is

O N N1 4 2 4 8 1 22 2 2 2 2 2+ + + + + - + ªK 0 54 94 9

                                      O dx NxM
4 4 2 2

1
-�

�
�
�

                                   = -O N4 4 2 2ln0 52 74 9

                                   ª ªO N O N3 5 2 2.4 9 4 9
where N = 2M is the width (height) of the images. That is, if
we enlarge the images twofold, the time is quadrupled. The
actual runtime increases, however, when the number of
pixels violating BC becomes large, and it depends on the
images.

11 CONCLUSIONS AND FUTURE WORK

This paper has presented a new method for interpolating
images automatically. New filters called the critical-point
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filters have been introduced. They enable the accurate
matching of the critical points.

Development of a faster computation algorithm, par-
ticularly the search algorithm of the optimal parameters is
left as a future research theme. Our method can be applied
to the recognition of objects in images. The research on
what kind of models should be prepared in advance to
recognize the objects in the images is now progressing.

Handling occlusions on the boundaries of images is an-
other future research theme. Because of the bijectivity
condition, the pixels on the borders of the source image
are mapped to the pixels on the borders of the destination
image. This causes artifacts near the borders of the re-
sulting images. It becomes noticeable when there are ob-
jects near the borders as can be seen in Fig. 9. The problem
of occlusion is also conspicuous on the borders. When
some objects on the border of the source image are not
contained in the destination image, the system cannot find
the corresponding pixels in the destination image, and
hence the resulting interpolated image becomes slightly
distorted on the border. When some objects in the desti-
nation image are not contained in the source image, they
do not appear in the resulting interpolated image. In Fig. 9,
for example, the left border is slightly distorted. This
problem is serious when stereo photogrammetry is con-
cerned [12]. When morphing is concerned, the occlusion
problem is not noticeable because there are seldom occlu-
sions in the given images. To remedy this, we may either
cut off the borders or blur the resulting image on the bor-
ders when there are occlusions. The blurring is analogous
to human visual systems because human eyes are of low
resolution near the borders of sights.

Efficient direct computation of the mappings of color
images is another future research theme. (In this paper, we
converted them to monochrome images.) It can be basi-
cally achieved by computing submappings for the R (red),
G (green), and B (blue) components. The computational
cost, however, will be three times larger.

When there are bifurcations of regions in the images, it is
useful to abandon BC at bifurcation points. Although our
method can be easily expanded to handle bifurcations by
omitting the one-to-one condition of the bijectivity, a more
elegant theoretical framework is necessary for further com-
plex applications.
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